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Abstract

A sophisticated Raman lidar numerical model has

been developed. The model has been used to simu-

late the pertbrmance of two ground-based Raman wa-

ter vapor lidar systems. After tuning the model us-

ing these ground-based measurements, the model is

used to simulate the water vapor measurement capa-

bilty of an airborne Raman lidar under both day- and

night-time conditions for a wide range of water vapor

conditions. The results indicate that, under many cir-

cumstances, the daytime nleasurements possess com-

parable resolution to an existing airborne differential

absorption water vapor lidar while the nighttime mea-

surements have higher resoluti on. In additi on, a Raman



lidar is capableof measurements not possible using a

differential absorption system



1 Introduction

The Raman lidar technique has long been considered to be one or" the finest techniques for ground-

based monitoring of the nighttime evolution of atmospheric properties. Raman lidar studies which

have been performed include the water vapor dynamics of frontal passages [10], aerosol growth

and its relation to relative humidity [5], upper tropospheric and stratospheric temperature structure

[4] and cloud droplet radius and number density retrievals [ 15].

Recently an automated Raman lidar [6] capable of daytime and nighttime measurements of wa-

ter vapor and aerosols has been developed under the Department of Energy (DOE) Atmospheric

Radiation Measurements (ARaM) Program [12]. Despite the great success of Raman lidar technol-

ogy from ground-based platforms, there has been very' limited use of Raman lidars from aircraft.

To date only nighttime, up-looking airborne Raman lidar measurements have been made [7] [3].

As a part of the National Aeronautics and Space Administration (NASA) Instrument Incu-

bator Program, we have investigated the design and performance of an airborne Raman lidar

which would be capable of a broad range of high priority scientific measurements for use in

such aircraft as the NASA DC-8. These measurements include water vapor and aerosol scatter-

ing/extinction/depolafization (day, and night) and cloud liquid water and rotational Raman temper-

ature (night).

Perhaps the most important or" these proposed measurements is that of water vapor. Because

of this, we have chosen to focus on the anticipated water vapor measurement capability of an

airborne Raman lidar by performing detailed numerical simulations. A numerical Raman lidar

model v_as constructed and used to study the anticipated measurements of this new system for
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watervapor conditionsrangingfrom sub-tropicalto arctic. Theseresultsdemonstratethat a sig-

nificant performanceincreaseis realizedby operatiag a Raman lidar looking downward from an

aircraft compared to that same system looking upward from the ground. This improvement makes

an airborne Raman lidar a very attractive airborne research tool for both daytime and nighttime

conditions.

In the next section, the model will be described. This description includes a comparison of

the model's calculation of the lidar overlap fimction [9] with ray tracing results. A sequential

description of how the model is used to simulate lidar measurements is then given.

In section 3, the model is tuned to match the performance of two ground-based Raman lidar

systems which use wide field of view and narrow field of view optical systems, respectively. Water

vapor and nitrogen signals are simulated for each system. These simulated signals are then pro-

cessed to yield a simulated profile of water vapor mixing ratio which is then compared to actual

measurements.

The technical specifications for the airborne Raman lidar to be modeled are given in section

4. This lidar is based on a 0.6 m telescope. The performance of this system is studied for three

different water vapor conditions ranging from sub-tropical to arctic.

In section 5, the candidate aircraft that have been surveyed are described. This aircraft survey

indicates that for some measurement scenarios, the available viewport size is limited to 0.4 m.

Simulations are performed of both down-looking and up-looking measurements using a 0.4 m

telescope.
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2 The model

A sophisticated Raman lidar modal has been developed using the Mathematica programming lan-

guage. The standard single scattering Raman lidar equation (equation 7.64 from reference [9]) has

been used. In the evaluation of this equation, it is necessary to quantify the lidar system overlap

function. The lidar overlap function describes the fraction of light that is transmitted through the

lidar optical system as a function of range due to geometrical and optical effects. The overlap

function results partly from the fact that the laser beam may not be fully in the field of view of the

telescope for close ranges. The other major component of the overlap function results from the

fact that objects at different di stances in the tel escope's object fi el d are focussed at different points

in the telescope's image field.

The model is used to simulate the measurement performance of an individual lidar detector

channel. In the simulations done here, only water vapor and nitrogen Raman signals have been

simulated although Rayleigh-Mie signals are also possible. The sequence of using the model to

best simulate the measurement of an actual lidar system is as follows.

1) The lidar system overlap function is calculated using the following inputs: telescope primary

diameter, telescope secondary diameter, telescope field of view, telescope F/number, telescope

blur circle, laser divergence, initial laser beam diameter, and telescope focus range. In addition, a

Gaussian laser beam profile can be specified. The shape of the Gaussian function can be adjusted

to best fit the overlap behavior of the actual data. Only' co-axial geometries are presently handled.

2) With the overlap function quantified, the single scattering lidar equation is evaluated as a

function of range. This yields a Silnulation of the lidar system's measurement of water vapor or
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nitrogen. The following input inl'oFmationis required: laserpulseenergy,laserrepetition rate,

laserwavelength,Ramanreturnwavelength,round tFip attenuation due to molecular transmission

and aerosol extinction, water vapor or nitrogen density profile (usually obtained from a coincident

radiosonde launch), Raman scattering cross section, zenith angle, averaging time, data acquisition

bin time, spectral width of the interference filter, filter transmission, photomultiplier tube quantum

efficiency, photon counting bandwidth (if photon counting is to be simulated) and photomultiplier

dark count rate (a value of 100 sec -1 was used for these simulations). All of these parameters are

known for the system that is being simulated. Two more parameters are required as input to the

model that are not necessarily known: irradiance of the background scene and the lidar channel

optical efficiency (which accounts for the transmission efficiency of the optical components that

have not already been specified such as collimating optics and beamsplitters). Reasonable values

for these parameters are chosen at this point to generate an initial profile.

3) The simulated profile which results from step 2 is compared to the actual profile generated by

the lidar. The model inputs for lidar channel optical efficiency and the background irradiance are

then adjusted and another profile is generated. This process is repeated until the best match between

the model output and real data is obtained. This process is referred to as "tuning" and results in

values of background scene irradiance during the actual lidar measurement and the efficiency of

the optical system.

2.1 Overlap function

As a demonstration of the model's ability to simulate l idar system overlap functions the following

test case was studied using both the numerical Raman model and the commercially available opti-
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Figure 1' Comparison of the overlap function for a 0.6 m F/4 telescope using the ZeMax optical

ray trace program and the Raman lidar model for diffrerent telescope focus settings: 1 kin, 2 km,

5 km and infinity. The two sets of overlap functions show good qualitative agreement.

cal ray tracing program ZeMax. The lidar system that was modeled used an F/4, 0.6 m diameter

telescope with a 0.15 m diameter secondary. For these simulations, an expanded laser beam of

100 mm diameter with divergence of 60 microradians, was used. The far field laser beam pattern

was assumed to be uniform. A coaxial arrangement of the outgoing laser beam and the telescope

optical axis was used. The results of this comparison for various telescope focus ranges are shown

in figure 1 .

The two approaches for simulating lidar system overlap show good qualitative agreement. Since

the model will be tuned to match actual ground-based Iidar data before being used to simulate the

performance of an airborne system, what one needs from a model is for it to give realistic behavior

when a particular parameter is varied. The Raman model demonstrates very good ability to account
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for variationsin factorswhich influencethe shapeof the lidar systemoverlapfunction basedon

theresultsshownin figure 1.

Another factorthat influencestheshapeof tile lidar returnsignalwhena photoncountingde-

tectionsystemis usedis photonpileup.Photonpileupis theterm usedto describethe probability

that two photonsmayarrivecloselyspacedenoughin timeto notbeindividually distringuishable.

In themodel,thiseffectis simulatedusingaparalyzableassumption[13]. After thesimulatedpro-

files arecreated,thephotoncountingdataareprocessedusinganon-paralyzableassumption[13].

By usingdifferentmathematicalexpressionsfor photonpileupin thesetwo stagesof themodeling

process,non-linearitiesareintroducedinto the processeddataasthe countrate increases.This

simulatesthedifficulty of processingphotoncountingdatathat exhibitphotonsaturationeffects.

3 Model tuning by comparison with ground-based data

3.1 Lidar systems to be modeled

The data from two different ground-based Raman lidar systems were used for model tuning and

validation. Those systems are the NASA/Goddard Space Flight Center Scanning Rarnan Lidar

(SRL) and the Department of Energy (DOE) Cloud and Radiation Testbed (CART) Raman Lidar.

After tuning the model to accurately simulate these ground-based systems, airborne simulations

under a wide range of water vapor conditions will be simulated

3.1.1 Scanning Raman Lid,lr (SRL)

The NASA/GSFC Scanning Raman Lidar is housed in a single mobile trailer and contains two
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lasers.For nighttimeoperations,aXeFexcimerlaser(351nm) is usedwith outputpowerof 12-24

W. For daytimemeasurements,a fl-equency-tripledNd:YAG(355 nm) is usedwith outputpower

of approximately9 W.

Lidar measurements are made of the Rayleigh-Mie return at the laser wavelength as well as

Raman shifted returns due to atlnospheric water vapor, nitrogen and oxygen. When using the

XeF excimer laser, the Raman shifted return wavelengths for water vapor, nitrogen and oxygen

are approximately 403, 382 and 371 nm, respectively. The co_responding wavelengths for the

Nd:YAG based measurements are approximately 408, 387 and 376 nm. All four of these signals

are collected by a 0.76 m, F/5.2, variable field-of-view (0.25 - 2.5 milliradians) Dall-Kirkham

telescope. The telescope is mounted horizontally and aligned with a large (1.2m x 0.8m) fiat scan

mirror. The scan mirror enables 180 degree scanning in a single scan plane.

The telescope output is collimated and then split among eight photomultiplier tubes (PMT)

using dichroic beamsplitters and interference filters. There are two PMTs used to detect each

wavelength. One PMT receives a small portion of the signal intensity and is used for the low

altitude returns below approximately 4 km while the second PMT receives the remainder of the

signal and is used for the high altitude returns above approximately 3 kin. These PMTs are referred

to as low and high channels, respectively. A more complete description of the SRL can be found

in reference [15].

3.1.2 CART Raman Lidar (CARL)

The CART Raman Lidar was developed as a part of the DOE Atmospheric Radiation Measure-

ments (ARM) Program and has been operational at the northern Oklahoma Cloud and Radiation
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Testbed(CART) sitesince1997.It usesa0.6 m,F/9telescope,12W Nd:YAG laserandis vertical

pointingonly. It is anautomatedsystemdesignedfor 24-hourunattendedoperation.It makesall of

its measurementsusinganarrow-band,narrowfield of view detectiontechnique.In additionto the

measurementsmadeby theSRL,it alsomeasuresaerosoldepolarization.In a similarfashionto the

SRL,CARL usestwo photomultipliersfor eachwavelength.Thus,thereis in generalahigh and

low channel for each of the signals. Neutral density filters are used in the water vapor and nitrogen

channels to decrease the count rates under some conditions in o_der to limit the effects of photon

pileup correction [13]. The water vapor signal intensity is reduced by a factor of approximately

10 for daytime measurements while the nitrogen signal is reduced by a factor of approximately 20

under all conditions. A complete description of this system can be found in Goldsmith et. al. [6].

Only the high channel signals for both the SRL and CARL will be simulated here since, as will

be shown, an airborne Raman lidar is capable of making measurements from 10 km to the surface

with just a single channel.

3.2 Case study 1: Scanning Raman Lidar data (wide field of view)

The model will first be used to best simulate data acquired by the SRL during the third Convection

and Moisture Experiment (CAMEX3) which occurred in Aug_ast -September, 1998. The goal of

CAMEX-3 was to better understand the genesis and tracking of hurricanes by acquiring a compre-

hensive set of measurements or" both the hurricane developmental environment and the hurricane

itself. Measurements were acquired both from airborne and ground-based platforms as a part of

this field experiment.

The SRL was situated on Andros Island in the Bahamas as a part of the calibration/validation fa-
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cility for theCAMEX-3 campaign.In additionto theSRL,thisgroundsite includedtheUniversity

of WisconsinAdvancedEmittedRadianceInterferometer(AER[), radiosondelaunchsystemspro-

videdby bothNASA/GSFCWallopsFlight Facility andtheUniversityof Wisconsin,GlobalPo-

sitioningSystemmeasurementsof columnwatervapor,sunphotometermeasurementsof aerosols

andwatervapor andstandardsurfacesensormeasurementsof temperature,pressureandrelative

humidity [ 16].

During thecourseof thenearlytwo-monthdeploymentonAndrosIsland,thewatervaporand

aerosolenvironmentassociatedwith thenearbypassageof hurricanesBonnie,Danielle,Earl and

Georgeswasmeasured.On thenight of August22, 1998duringthepassageof hurricaneBonnie,

oneof theseveralcalibration/validationoverflightsof AndrosIslandby theNASA DC-8 aircraft

occurred.OnboardtheDC-8 for thisexperimentwastheNASA/LangleyResearchCenter(LaRC)

differentialabsorptionLASE (LidarAtmosphericSensingExperiment)watervapor lidar system.

This overflightprovidedanopportunityto comparethegroundbasedwatervapor measurements

of theSRLwith thoseof theairborneLASE.

LASE [2] is a differential absorptionlidar basedona tunableTi:sapphirelaseroperatingat 5

Hz with outputwavelengthin the 815nm regionof the spectrum.Pulseoutputenergyis 100mj.

During theAndrosoverflights,LASE wasoperatedin simultaneousup-lookinganddown-looking

modessothatapproximately70%of the laserenergywasdirecteddownward.In addition,in order

to measurethe completerangeof watervaporpresentfrom the uppertroposphereto the surface,

threewatervaporabsorptionline pairsof varyingabsorptionstrengthwere cycledamongduring

flight. Thus,6 separatelaserpulseswererequiredto coverall 3 linepairs.
11
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Figure 2: Comparison of water vapor mixing ratio measurements of the airborne LASE differential

absorption lidar and the ground-based SRL. Also shown is a radiosonde launched at 0022 UTC

which was approximately 30 minutes before the aircraft overflight. Both the LASE and the SRL

profiles use 3 minute averages.

The comparison of SRL and LASE water vapor measurements made during this overflight is

shown in figure 2. Also shown is a Vai sala RS-80H radiosonde measurement of water vapor which

occurred at 0022 UTC. The radiosonde launch occurred approximately 30 minutes prior to the

DC-8 overflight.

The three datasets show good general agreement except in the regions between 1-2 km and

between 5-8 km Between 1-2 km the SRL and LASE indicate higher moisture levels than the
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radiosonde.Between5-8kill, tile SRL and radiosonde agree well while LASE shows lower mois-

ture. Several factors must be considered in the comparison of these datasets, however. First, it

should be noted that a cloud was present at approximately 1 km during a portion of the 3 minute

LASE averaging period. This prevented LASE water vapor retrievals lower than 1 km. In addition,

during the three minute averaging period of the LASE data, the DC-8 travels approximately 30-40

km. This can result in both smoothing of features in the water vapor profile as well as changes in

those features. Finally, the vertical resolution of the instruments is very different. The resolution

of the LASE data is 330 meters between 0-2 km, 510 meters between 2-6 km, and 990 meters

between 6-8 km. The SRL data have 75 meter vertical resolution throughout the profile and the

radiosonde data are reported at 50 meter resolution throughout the profile.

3.2.1 Water vapor signal tuning

The water vapor mixing ratio is calculated from the ratio of the Raman signals for water vapor

and nitrogen [13]. The model must therefore be able to accurately simulate lidar signals for these

molecular returns. The raw SRL water vapor and nitrogen data from the same overflight period

shown in figure 2 were used to tune the model to simulate SRL performance. These SRL data

were acquired using a 2 milliradian field of view on the SRL telescope. The model was first

used to calculate the overlap function using SRL system parameters. Then the model was used

to simulate high channel SRL water vapor and nitrogen signals using input profiles for both the

water vapor mixing ratio and the atmospheric density from the 0022 UTC radiosonde. (Using the

radiosonde data as input to the model instead of the lidar-derived water vapor mixing ratio allows

differences induced by random error to be more easily discerned since the radiosonde has similar
13
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Figure 3: Illustration of model tuning for the optical efficiency parameter. On the left is plotted the

simulated SRL water vapor signal for a range of optical efficiencies. On the right is plotted the ratio

of the model output to the SRL data (smoothed to 400m resolution for easier interpretation). Notice

that the curves are separated throughout the profile. The value of 4% gives the best agreement

between the data and the model.

noise characteristics through most of the troposphere while the noise in the lidar signal increases

with height.)

The process of tuning the model to predict SRL performance involves entering all the known

SRL parameters into the model and then varying the lidar system optical efficiency and sky back-

ground radiance so that the model output matches the actual profile. Tuning the model for optical

efficiency is illustrated in figure 3 using the SRL high channel water vapor profile.

The influence of changing the water vapor channel optical efficiency parameter is shown in

figure 3. The values of 3%, 4% and 5% were used to quantify the efficiency of the receiver optics
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excludingtheinterferencefiItcr andthePMT quantumefficiencywhichwereseparatelyquantified

as50%and23%, respectively.In the left handplot, theactualSRLwatervaporsignalis plotted

alongwith the threesimulatedsignalsall using 1-minuteaverages.Randomerror in the model

is simulatedassumingPoissonstatistics.Thevalueof 4%mostcloselymatchesthe actualSRL

dataas canbe seenin the plot on the right which showsthe ratioof simulatedandactualdata.

The influencesof the lidar systemoverlapfunctionand photoncountingsaturationcanbeseen

in this ratio belowanaltitudeof approximately1km. Thecurvesin theplot on the right showa

relativelyconstantseparationwith altitudesincethe opticalefficiencyinfluencesall partsof the

profilesimilarly.

Model tuning for thebackgroundradianceis shownin figure 4. The valuesof 0.2, 0.25, 0.3

x 10-7 W cm -2 sr-l#m -1 were used for background radiance. For all model profiles shown in

this figure, the lidar system efficiency used was 4%. In the lowest part of the profile, the curves

overlay each other almost exactly. This is due to the fact that at high signal strengths such as exist

for near range returns, the lidar signal is much larger than the nighttime sky background. At higher

altitudes, however, the curves are seen to separate as the influence of background light becomes

larger. The value of 0.25 x 10 7 I_Vcm -2 .-,eT"-l/J'/YL -1 was chosen to best represent the background

radiance for this SRL profile.

3.2.2 Nitrogen signal

In a manner similar to the tuning just shown for water vapor, the model was tuned to simulate the

high SRL nitrogen channel optical efficiency. During this process, the background radiance was

kept the same as for the water vapor channel. Figure 5 shows the comparison of SRL high channel
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Figure 5: Comparison of actual 1 minute SRL nitrogen channel data and the output of the Raman

model. The two curves agree very well up to an altitude of about 13 km where the SRL aerosol

channel shows the presence of a cirrus cloud that was not accounted for in the model.

nitrogen and aerosol data. All profiles use a 1 minute average.

The model and the SRL high channel nitrogen data (SRLN) agree very well up to an altitude

of about 13 km. At this point the two curves diverge. The simultaneously acquired SRL aerosol

data (SRLA) are plotted to show the presence of a cirrus cloud between 13-14 km. The actual SRL

nitrogen data show the influence of the additional extinction due tO this cirrus cloud. The model

was not told of the presence of the cirrus cloud, however. The amount of separation of the model

and the SRLN curves above the height of the cirrus cloud can be used to quantify the optical depth
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of the cloud.

3.2.3 Model water vapor mixing ratio

Now that the simulated water vapor and nitrogen high channel signals are available, these simulated

data can be processed for water vapor mixing ratio in the same way as real data. These results are

shown in figure 6.

The agreement between the model and the radiosonde is excellent above 2 km indicating that the

model has accurately reproduced the lidar signals corresponding to the high channel measurement

of water vapor mixing ratio. Below 2 km, the curves disagree because the high channel lidar
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signalsareinfluencedby photoncountingsaturationin this partof the profile illustratingtheneed

for low channeldetectorsfor groundbased,photoncountingmeasurements.The standarderror in

thesimulatedwatervapormixing ratioasdeterminedby Poissonstatisticsis alsoshown.

3.3 Case study 2: DOE/CART Raman lidar data (narrow field of view)

One of the techniques used for Raman lidar measurements in the daytime employs a narrow field

of view telescope and narrow bandpass filters. Both of these decrease the amount of background

light that gets to the detectors which allows the weak Raman signals to be measured even un-

der bright daytime conditions. The CART Raman lidar (CARL) uses this approach by operating

with a field of view of approximately 0.25 milliradians and by using interference filters which are

approximately 0.4 nm wide. To validate the model's ability to simulate narrow field of view mea-

surements, data acquired by CARL on the night of September 27, 1997 were used. The model was

given a 10-minute average water vapor mixing ratio profile from the lidar (using both high and

low channels) as input along with number density from a radiosonde launched at the site on that

evening. Figure 7 shows the comparison of the model simulations of a 1-minute average of water

vapor and nitrogen data and the actual 1-minute water vapor and nitrogen data acquired by the

CARL high channels. The model agrees very well with the actual data even in the lowest portions

of the profile where the influence of the narrow telescope field of view is largest.

These simulated signals were then processed to yield water vapor mixing ratio. The fully pro-

cessed 1-minute model simulation of water vapor mixing ratio is shown in figure 8 along with the

actual 10-minute CARL measurement. The agreement is excellent above 3 km. Again, only the

high channels have been simulated here so that the disagreement below 3 km is due to photon
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Figure 7: Comparison of DOE/CART Raman lidar (CARL) high channel water vapor and nitrogen

signals and model simulations. CARL uses a narrow field of view detection technique to enhance

daytime measurements. The model is able to accurately simulate CARL narrow field performance.

count saturation.

3.3.1 Model tuning for daytime conditions

The model was next used to sinmlate the daytime performance of tile CART Raman lidar. Fig-

ure 9 shows the results of the model tuning for daytime measurements acquired by CARL on

September 27, 1997 at 1500 UT. Again the agreement between the model and actual data is very

good. The background radiance required by the model to match the CARL data was 1.1 x 10 .2

W crn-2sr -1 #m -1. Modtran calculations using rural aerosol loading, standard atmospheric den-

sity and the known solar zenith angle of 60 degrees indicated a radiance of approximately 1.0 x

10 -z W crrt-28r -1 #'rrt -I in good agreement with the model.

As an additional test or" the model's treatment of background radiances, CARL data acquired
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with the highest sun angle on this day (38 degrees) were also simulated. For these data, the Raman

model required a value of 1.5 x 10 -2 W cm-2sr -1 #1r_ -1 to match the actual lidar data. Modtran

predicted a radiance level of approximately 1.7 x 10 -2 W cm 2stY#m-1 for this case. These

two examples indicate that the model is accurately assi milating real sky radiances.

Using the same atmospheric conditions as in figure 9, a 10-minute simulation of water vapor

mixing ratio was generated and compared with actual measurements. This is shown in figure 10.

The CARL water vapor mixing ratio profile shown in the figure was used as input to the model for

these simulations. The agreement is very good above 2.5 km where the high channels are used.

Note that the error is plotted multiplied by 10 for easier viewing.

4 Airborne Simulations
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4.1 Lamont, Oklahoma - September 27, 1997

4.1.1 nighttime conditions

The model has been used to accurately simulate water vapor measurements of two ground-based

Raman lidar systems. At this point, the model will be used to simulate the performance ofa Raman

lidar system from an airborne platform. The parameters for the airborne system are shown in table

1. These parameters are the same as for the ground-based CARL lidar except for two modifications:

the neutral density filters have been removed from the water vapor and nitrogen channels and the

laser power has been increased to 15W. Due to the signal compression that occurs when measuring

downward from an airborne platform, the dynamic range of the signal is greatly reduced and these

neutral density filters are not needed as will be demonstrated later. The parameters of the modeled

system are shown in Table 1.

Using the same input parameters as in the simulation shown in figure 8, water vapor and nitrogen

signals were modeled for the airborne lidar and are shown in figure I 1. A 15-second average was

used. The signals have been converted to count rate. Several points can be made here. The

advantages of measuring downward toward the surface using lidar is clear. All lidar systems are

influenced by the inverse range squared decrease in the signal intensity with range. The advantage

of making measurements downward from an airborne platform is that most species of interest (e.g.

water vapor, nitrogen and aerosols) have higher concentrations nearer to the surface. This results

in a compression of the dynamic range of the signal which has many advantages.

The lower 8 km of the airborne water vapor and nitrogen signal_ are both contained within
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Figure 11" Model water vapor and nitrogen signals for the described airborne Raman lidar at a

flight altitude of 10 km. The data have been converted to count rate (Hz). Both water vapor and

nitrogen signals show significant dynamic range compression when compared with figure 7.
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approximately 1 decade of dynamic range. This is compared with the nearly 4 decades (2 decades)

of dynamic range required to make the water vapor (nitrogen) measurement from the ground as

was shown in figure 7. Because of this dynamic range compression for an airborne lidar, it is

possible to measure tile entire range of the lidar signal shown using a single detector. In addition,

one would expect much better detector linearity and less susceptibility to such effects as signal

induced noise when operating from the air due to this compression. Also, since the maximum

count rates observed are approximately 50 Mhz, it would not be necessary to use any additional

neutral density filtering to make these measurement from the air (a combination of photon counting

and analog detection would be useful for a 50 Mhz signal to avoid the pulse pileup correction).

These simulated signals have been analyzed for water vapor mixing ratio. The results are plotted

in figure 12.

Along with the 15-second averaging time, vertical smoothing of 200 meters between 0 - 6 km,

120 m between 6 - 8 km and 40 m between 8 - 10 km has been used in the model. The random

error in the model is shown multiplied by a factor of 10 for easier viewing. The random error is

approximately 10% in the dry region between 3-5 km but drops to between 5-7% in the region near

the surface. This figure illustrates an additional important advantage of operating a Raman lidar

from the air. Due to the increase in signal strength at the farthest range in the profile, high quality

measurements of water vapor mixing ratio are possible in a fraction of the time required by the

same ground based system.

4.1.2 daytime conditions

Since there was good agreement between the background radiances required as input to the Raman
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Figure 12: Simulation of the airborne Raman lidar at a flight altitude of l0 krn. A 15 second

averaging time is used. The profile has been smoothed as follows: 0 - 6 km: 200m, 6 - 8 kin:

120m, 8 - 10 km: 40m. The model error is plotted multiplied by 10 for easier viewing. The

random error is approximately 5-7% near the surface.
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model in order to match actual upward-looking lidar data and those pJcdicted by Modtran, Modtran

was again used to predict the background radiance expected under a range of downward-looking

conditions. Figure 13 shows the results of these Modtran runs.

Ocean, grass and fresh snow surfaces were simulated. The radiance is calculated for a range

of solar zenith angles ranging from 0-75 degrees. As mentioned before, the value of radiance

required to match the up-looking daytime CARL data acquired with a solar zenith angle of 38

degrees was 1.5 x 10 -2 IV cm,-2sr -1 #m -1. Under these conditions the Modtran prediction was

1.7 x 10 .2 W c'rn-2_r -_ #m 1. Figure 13 illustrates that these upward-looking radiance values

are equal to or larger than the largest down-looking radiances for any solar zenith angle over either

an ocean or grass surface. This demonstrates another advantage or" operating a Raman lidar from

an aircraft versus the ground. Under many conditions, the background radiance levels are lower

looking downward than they are looking upward making it easier to measure the weak Raman

signals under daytime conditions.

To simulate the performance of the airborne Ram an lidar under daytime conditions at the DOE

CART site a value of background radiance of 1.3 x 10 -2 W cm 9st-1 #m -1 was used. This

value is consistent with a grass surface and a solar zenith angle of approximately 30 degrees. All

other parameters were the same as for the nighttime retrievals shown in figure 12 except that the

averaging time was increased to 3 minutes. The results are shown in figure 14.

The figure shows the comparison between the 10-minute grotind-based CARL measurement

(nighttime profile) and the simulated airborne Raman measurements for the water vapor conditions

of September 27, 1997 at the no_-thern Oklahoma CART site. A three minute averaging time has
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Figure 14: Simulated airborne retrievals from a flight altitude of l0 km for daytime conditions.

The background radiance used was for 38 degree solar zenith angle over a grass surface which

simulates the measurement conditions at the time of highest sun angle on September 27, 1997 in

northern Oklahoma.
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been used in the model and the profile has been smoothed to 350 meters between 0-3 km, 520

meters between 3-8 km and 40 meters between 8-10 km. The ramtom error near the surface is

between 5-7% as in the nighttime case, however the random error in the dry region between 3-5

km, where the mixing ratio values range between 0.3 - 1.2 g/kg, has increased to approximately

20%.

4.2 Andros Island, Bahamas - August 22, 1998

4.2.1 nighttime

The performance of the airborne Raman lidar can now be assessed for the same measurement

conditions under which the measurements in figure 2 were made. Figure 15 shows the simulated

performance of the airborne Raman lidar under the nighttime conditions that existed during these

measurements.

The airborne Raman lidar simulation is for a measurement time ol" 10 seconds and uses vertical

smoothing as follows: 0 - 4 km : 200 meters, 4 - 7 km: 120 meters, 7-10 km : 40 meters. The

random error in the retrieval is less than 10% up to 9 km and closer to 5% in the very moist region

near the surface.

4.2.2 daytime

In order to simulate daytime measurement conditions in the Bahamas, the background radiance

chosen was that for a 0 degree solar zenith angle over the ocean. The Modtran radiance for these

o

--') --1conditions when down-looki ng from 10 km was 0.75 x 10 -2 W cm -sr #m- 1. All other param-
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Figure 15: Simulated measurements of the airborne Raman lidar using the same atmospheric con-

ditions as those shown in figure 2(Andros Island, Bahamas). The averaging time is 10 seconds and

the vertical resolution is as follows: 0-4 km " 200 meters, 4-7 km 120 meters, 7 - 10 km " 40

meters.
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Figure 16: Simulated airborne Raman lidar measurements from an altitude of 10 km with back-

ground radiance equivalent to a 0 degree solar zenith angle over an ocean surface. The averaging

time used was 3 minutes and the vertical smoothing is 0-9 km • 200 meters and 40 meters above.

eters were kept the same as in figure 15 except that the averaging tim e was increased to 3 minutes.

The results are shown in figure 16.

The modeled Raman water vapor mixing ratio profile was smoothed to 200 meter vertical res-

olution between the surface and 9 kin. The modeled error is gene_'al ly less than 5% except in the

region between 5 -6 km where it is closer to 7%. In the lowest 2 km of the profile, the error is

3-4%.
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Figure 17: Modeled performance of the airborne Raman lidar system for simulated arctic condi-

tions. Nighttime measurement performance using a 3 minute average is shown on the left and

daytime performance using a 10 minute average is on the right.

4.3 Arctic conditions

To investigate the performance of tiffs airborne Raman lidar over the widest range of conditions,

arctic water vapor concentrations were simulated by using the upper portion of the August 22,

1998 Andros Island radiosonde. The model used the radiosonde water vapor values above 8 km

as representative of an arctic profile beginning at the surface. The values in this simulated pro-

file range from approximately 1.0 dkg at the surface to values of 0.002 - 0.004 g/kg between 8

and 10 km These values agree well with values reported recently (December, 1999) from the

SOLVE (SAGE-III Ozone Loss and Validation Experiment) airborne measurement campaign held

in Northern Sweden (Dr. Richard Ferrare, personal communication, January, 2000). The simulated

nighttime and daytime peri\_rmance is shown in figure 17.
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The nighttime simulation used a 3 minute average and vertical smoothing of 450 m from the

surface to 5km and 750 meters above 5 kin. Rando_n error throught_cLt the profile is less than 10%

with the error near the surface being approximately 3%. For the daytime simulation, a 10 minute

average has been used and the background radiance was that for a snow surface at a 40 degree solar

zenith angle. The profile was smoothed to 1.05 km throughout the profile. Under these conditions

the errors exceed 100% for all altitudes above 3 km. However, at the surface the error is less than

20%.

5 Aircraft Survey

Several aircraft have been investigated as possible platforms for testing an airborne Raman lidar of

the specifications modeled here. Those aircraft are the NASA DC-8, P3 and C130 and a Northrup-

Grumman 737. Both the NASA DC-8 stationed at Dryden Research Facility and the Northrup-

Grumman 737 stationed at Baltimore Washington International airport are able to carry research

payloads to altitudes of 10 kin. The DC-8 has two viewports which measure 0.76 x 0.94 m. These

are much more than adequate to accommodate the 0.6 m aperture of the modeled system. However,

these viewports are located in the fore and aft cargo compartments where thermal variations can

be expected during flight. Viewports as large as 0.4 m exist in the thermally controlled portion of

the aircraft.

The Northrup-Grumman 737 has a window that measures 0.51 x 0.61 m and can thus accom-

modate most of the cleat aperture of the modeled system. This window is in a thermally controlled

part of the aircraft.
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Figure 18: Model comparisons of a down-looking airborne Raman lidar using a 0.4 m telescope

for the Andros Island case. The nighttime simulation uses a 20 seco_ld average while the daytime

simulation uses a 3 minute average.

The P3 and C130 both have available apertures to accommodate the modeled telescope. The

maximum flight altitude of these aircraft is approximately 8 km., boy, ever. All aircraft can provide

sufficient power for the airborne Raman lidar system modeled.

5.1 Simulations using a 0.4 m telescope

In the passenger cabin of the DC-8, both down-looking and up-looking viewports with 0.4 m

aperture are available To investigate the possibility of flying in this part of the DC-8, simulations

were done using a 0.4 m telescope for the modeled system with all other parameters remaining the

same. The model results for the case of the August 22, 1998 conditions at Andros Island are shown

in figure 18 for both nighttime and daytime conditions.

The nighttime simulation on the left uses an averaging time of 20 seconds with vertical smooth-
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ing as follows: 0-6kin: 200m, 6-8 kin: 120m, 8-10kin: 40m. The random error is again below 10%

for the entire profile with values in the range of 5% near the surf'acc. For the daytime simulation

on the right, a 3 minute average has been used. The profile has been smoothed as follows: 0-5 kin:

360m, 5-7 km: 200 m, 7-I0 km " 40 m. Again the profile shows very good error statistics with

error values everywhere below 10% and below 5% near the surface.

5.2 Upward looking simulations

An upward looking viewport accommodating a 0.4 m aperture telescope is available on the De-8

aircraft. Therefore, it is interesting to simulate the nighttime performance ofa 0.4m telescope based

system for up-looking measurements from 10 krn. To do this, the August 22, 1998 radiosonde

water vapor profile from Andros Island, Bahamas was used as an input to the model. The same

background radiance (0.25 x 10 -7 lvV cm-2.sr -1 #rr_ 1) used for the ground-based case shown in

figure 6 was used here as well although it is reasonable to expect that the nighttime sky radiances

would be lower looking upward from 10 kin. The m_del used a field of View of 0.5 milliradians to

decrease the influence of the overlap function. The results are shown in figure 19.

In these simulations, a 10-minute average has been used and the final water vapor profile has

been smoothed to 1.05 kin. The influence of the overlap function on the model simulations is

evident up to an altitude of at)proximately 11.5 kin. However, above this altitude, the agreement

is very good. Also, despite the very small water wtpor concentrations, the random error of the

measurement is below 10% up to an altitude of 14 km where the water vapor mixing ratio is

approximately 0.01 g/kg.
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Figure 19: Simulation of the water vapor measurement performance of a 0.4 m aperture Raman

lidar system looking upward from a 10 km flight altitude. A 10 minute average has been used

along with 1.05 km vertical smoothing.

6 Summary and Discussion

The NASA/GSFC Raman lidar group has been funded through the NASA Instrument Incubator

Program to construct an airborne Raman lidar. A Raman lidar numerical model has been con-

structed as a part of this effort. Model predictions have been tuned to best simulate the water vapor

measurements of two ground-based lidar systems using both nighttime and daytime data. These

comparisons show ve%' good agreement. The sky radiances derived in this process agree well with

Modtran. After tuning the model with ground-based data, measurement simulations of a candidate

airborne Raman lidar systenl were performed for both daytime and nighttime conditions for several

test cases covering a wide range of water vapor concentrations.

The cases studied include downward looking measurements from a 10-km flight altitude during
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both the nighttime and the daytime for three sets of conditions: 1) September, 1997 at the DOE

CART site in northern Oklahoma, 2) August, 1998 at Andros Island, Bahamas, and 3) simulated

arctic conditions during December. For the first two cases, the simulations presented here indicate

that the airborne Raman system can provide daytime water vapor measurements under these con-

ditions that are generally comparable to the measurements provided by the differential absorption

LASE instrument. This conclusion is based on the LASE measurement capability demonstrated

on August 22, 1998 during CAMEX-3. For nighttime measurements under these conditions, the

airborne Raman system offers higher vertical and temporal resolution. For the simulated arctic

conditions, measurements in 3 minutes with less than 10% error are possible under nighttime

conditions. Under daytime conditions in the arctic using a 10 minute average, the high solar back-

ground produces very large errors except near the surtace where the random error is approximately

20%. By tuning to a strong absorption line, a differential absorption system such as LASE would

likely be capable of improved measurements under these dry daytime arctic conditions.

Also studied was the anti ci pated performance of an upward looking airborne Raman lidar. These

simulations indicated that, from a 10 km flight altitude with a 10 minute average and using 1 km

vertical smoothing, profiles with 10% random error are possible up to 14 km.

These results demonstrate that there are significant advantages to operating a Raman lidar look-

ing down from an aircraft versus looking up from the ground. Based on ground-based CART

Raman lidar nighttime measurements studied in the tirst case, the dynamic range of the water va-

por signal covered approximately 4 orders of magnitude from the surface up to 8 km. The model

simulations indicate that this same water vapor profile when measured t'rom an aircraft would cover
t
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approximately1orderoCma_itude of dynamicrange.Significantdxnamicrangecompressionex-

istsfor thenitrogensignalaswell. This meansthat asingledetectorchannelcanbeusedfrom an

airborneplatform to measureeitherthewatervaporor nitrogenprofile from neartheflight altitude

of 10km to thesurface.This canbecomparedto thetwo channelsthat arerequiredto makethe

samemeasurementusinga ground-basedRamanlidar system.Dynamicrangecompressionalso

implies that shorteraveragingtimesarerequiredto producegoodquality signalsthroughoutthe

profile. Sincethe concentrationsof bothwatervaporandnitrogentypically increasefrom 10km

towardthesurface,the inverserangesquareddecreasein the lidar signalintensityis compensated

for by the increasedconcentrationof scatterersnearthe ground. This allows low randomerror

profilesto beacquiredin aslittle as10seconds.

TheRaman technique has the further advantage that numerous additional measurements can be

made with the same system while it is also measuring water vapor mixing ratio. These measure-

ments include aerosol scattering ratio/extinction/depolarization and cloud properties such as liquid

water, droplet radius and number density [15]. These measurements are very difficult or impossi-

ble with a differential absorption lidar system. For example, aerosol scattering ratio can be calcu-

lated directly with a Raman system without resorting to a radiosonde measurement of density or a

model atmosphere. Aerosol extinction calculations are also possible with many fewer assumptions

using a Raman lidar than with a differential absorption lidar. By including the recently demon-

strated capability to ret_ieve cloud droplet radius and number density using the Raman technique,

a measurement not possible xvith differential absorpti on lidar, an extremely powerful airborne lidar

system is possible.
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9 Figures

1) Comparison of the overlap thnction for a 0.6 m F/4 telescope using the ZeMax optical ray trace

program and the Raman lidar model for diffrerent telescope focus settings: 1 km, 2 km, 5 km and

infinity. The two sets of overt ap functions show good qualitative agreement.

2) Comparison of water vapor mixing ratio measurements of the airborne LASE differential ab-

sorption lidar and the ground-based SRL. Also shown is a radiosonde launched at 0022 UTC which

was approximately 30 minutes before the aircraft overflight. Both the LASE and the SRL profiles

use 3 minute averages.

3) Illustration of model tuning for the optical efficiency parameter. On the left is plotted the simu-

lated SRL water vapor signal for a range of optical efficiencies. On the right is plotted the ratio of

the model output to the SRL data (smoothed to 400m resolution for easier interpretation). Notice

that the curves are separated throughout the profile. The value of 4% gives the best agreement

between the data and the model.

4) On the left is shown the result of using a 4% optical efficiency and changing the value of

background radiance in units of 10 -7 W cm -2 sr -1 /z'rr_-1. Here all curves converge in the lowest

part of the profile where the background light level has essentially no influence. The ratio of the

model to SRL has been smoothed to 400m for easier interpretation. The value of 0.25 x 10-Tgives

the best agreement between tiae data and the model.

5) Comparison of actual 1 minute SRL nitrogen channel data and the output of the Raman model.

The two curves agree very xvcll up to an altitude of about 13 km where the SRL aerosol channel

shows the presence of a ci FILIScloud that was not accounted for in the model.
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6) Comparisonof radioso_ldcwatervaporprofile and 1minutewater vapormixing ratio aspre-

dictedby themodel.The modelused1minuteaveragingand75mverticalresolution.

7)Comparisonof DOE/CARTRamanlidar (CARL) highchannelwatervaporandnitrogensignals

andmodelsimulations CARCusesanarrowfield of view detectiontechniqueto enhancedaytime

measurements.Themodel is ableto accuratelysimulateCARL narrowfield performance.

8)Comparisonof a 10-minutenighttimewatervapormixingratiomeasurementby theDOE CART

Ramanlidar andmodelpredictionsof theCARTsystemfor a 1-minutemeasurementperiod. The

agreementis excellentabove3 km. Below 3 km, themodelsimulationis influencedby the lidar

overlapfunction andphotoncountsaturation.

9) Comparisonof modeloutputandactualCARL measurementsduringthedaytimeon September

27, 1997.Thesolarzenithwas60degrees.

10)Comparisonof daytimewatervapormixing ratioderivedfrom simulatedsignalsgeneratedby

themodelandtheactualCARL measurementsmadeat 1500UTC on September27, 1997.Only

thehigh datachannelshavebeensimulatedsothecurvesagreewell only above2.5km.

11)Model water vapor and nitrogensignalsfor the describedairborneRamanlidar at a flight

altitudeof 10km. Thedatahavebeenconvertedto countrate(Hz). Bothwatervaporandnitrogen

signalsshowsignificantdynamicrangecompressionwhencomparedwith figure7.

12)Simulationof the airborneRamanlidar at aflight altitudeof 10km. A 15secondaveraging

time is used. The profile hasbeensmoothedasfollows: 0 - 6 kin: 200m,6 - 8 kin: 120m,8 -

10km: 40m. The modelerror is plottedmultipliedby 10for easierviewing. Therandomerror is

approximately5-7% nearthesurface.
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13)Radianceslooking downwardfrom 10km for a rangeof solar zenith anglesand for three

surfaces:ocean,grass_/ndl'reshsnow. The value of radiancerequiredto matchthe uplooking

daytimemeasurements(1.5x 10 -2 I,V c'ln "_sr-1

radiance over ocean or grass surfaces.

t1,, _ 1) is as large or larger than any downlooking

14) Simulated airborne retrievals from a flight altitude of 10 km for daytime conditions. The

background radiance used was for 38 degree solar zenith angle over a grass surface which simulates

the measurement conditions at the time of highest sun angle on September 27, 1997 in northern

Oklahoma.

15) Simulated measurements of the airborne Raman lidar using the same atmospheric conditions

as those shown in figure 2(Andros Island, Bahamas). The averaging time is 10 seconds and the

vertical resolution is as follows: 0-4 km: 200 meters, 4-7 km : 120 meters, 7 - 10 km : 40 meters.

16) Simulated airborne Raman lidar measuremen:s from an altitude of 10 km with background

radiance equivalent to a 0 degree solar zenith angIe over an ocean surface. The averaging time

used was 3 minutes and the vertical smoothing is 0-9 km : 200 meters and 40 meters above.

17) Modeled performance or" the airborne Raman lidar system for simulated arctic conditions.

Nighttime measurement performance using a 3 minute average is shown on the left and daytime

performance using a I0 minute average is on the right.

18) Model comparisons o/'a down-looking airborne Raman lidar using a 0.4 m telescope for the

Andros Island case. The nighttime simulation uses a 20 second average while the daytime simula-

tion uses a 3 minute average.

19) Simulation of the water vapor nleasurement performance of a 0.4 m aperture Raman lidar
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systemlooking upward t'r_ma 10km flight altitude. A I0 minuteaveragehasbeenusedalong

with 1.05km vertical smoothiag.
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Modeled Airborne Raman Lidar System Specifications

Telescope
Laser

Filter bandwidth

Filter transmission

PMT quantum efficienc3
Total water vapor chalmcl efficiency

Total nitrogen channel efficiency

Data acquisition

F/9, 0.6 m Cassegrain with 0.15 m secondary
50 Hz, 300 mj/pulse tripled Nd:YAG, beam expanded to 80 nun

0.3 nm

0.5

0.23

1.2%

0.6%

Photon counting at 250 Mhz bandwidth
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